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Spring-2019 CS-Department

Final Examination (Sol)

May 17, 2019- Time( 9AM – 12Noon)

Course Code: CS317 Course Name: Information Retrieval

Instructor Name: Dr. Muhammad Rafi

| Student Roll No: | Section No: |
| --- | --- |

 Return the question paper.

 Read each question completely before answering it. There are 8 questions and 3 pages.  In case of any ambiguity, you may make assumption. But your assumption should not contradict with any statement in the question paper.

 All the answers must be solved according to the sequence given in the question paper.  Be specific, to the point and illustrate with diagram/code where necessary.

Time: 180 minutes. Max Marks: 100 points

Basic IR Concepts

| Question No. 1 [Time: 20 Min] [Marks: 10] |
| --- |

a. What is stemming? What are the advantages of having stemming in IR pipeline? [2]

Stemming is a heuristic- rule based approach, generally fast and use a single term to generate the equivalent tokens although unreadable. It can reduce the size of vocabulary hence index size is reduced.

b. What do we mean by Query Expansion? What are Local and Global approaches to query expansion? [2]

Query expansion (QE) is the process of reformulating a seed query to improve retrieval performance in information retrieval operations.

Query expansion involves techniques such as:

Finding synonyms of words, and searching for the synonyms as well.

Finding all the various morphological forms of words by stemming each word in the search query.

Fixing spelling errors and automatically searching for the corrected form or suggesting it in the results.

Re-weighting the terms in the original query.

Local Query Expansion: When the query is expanded by using local information, like the results returned to the user, it feedback to it. we called it local query expansion

Global Query Expansion: When query is expanded by using external resources like query log, external thesaurus, and external knowledge-base we call it Global query expansion.

c. Give a logical situation where user initiate a Wild Card Query? [2]

In information retrieval often users are uncertain about the spelling of a query term e.g. Sydney or Sidney which can leads to a wildcard query of the form S\*dney.
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d. What is a major disadvantage of having Permuterm Index? [2]

The main disadvantage of having permuterm index for processing wildcard queries is the size of the index it is often very large for some reasonable collections.

e. How do we estimate the index size for an IR Collection? [2]

In Information Retrieval system the index size is often estimated by using Heaps’ Law. The law state that the size of collection is approximately equal to the number of token is a log-log space. The equation is �� = ����௕
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IR Retrieval Models

| Question No. 2 [Time: 20 Min] [Marks: 10] |
| --- |

Consider a term document matrix with frequency of each term in the document below:

Doc -> Terms t1 t2 t3 t4 t5

d1 10 8 0 2 1

d2 0 0 9 9 8

d3 2 2 4 4 6

| Query (q) | 1 | 1 | 1 | 1 | 1 |
| --- | --- | --- | --- | --- | --- |

Using Vector Space Model (VSM) find the similarity of each document with the given fixed query. You can use term frequency as coefficient of vectors. Cosine (di, q) = (di . q ) / (|di| x |q|)

The document vectors of the collection using term frequency can be given as below: d1 = <10,8,0,2,1> assuming the term subscripts dictate the dictionary order of the terms. |d1| =13 d2 = <0,0,9,9,8> and |d2| = 15.03

d3 = <2,2,4,4,6> and |d3| = 8.71

q = <1,1,1,1,1> and |q| = 2.23

Cosine (d1,q) = 21 / (13 \* 2.23) = 0.72

Cosine (d2,q) = 27 / (15.03 \* 2.23) = 0.80

Cosine (d3,q) = 18 / (8.71 \* 2.23) = 0.92
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Evaluation in IR

| Question No. 3 [Time: 20 Min] [Marks: 15] |
| --- |

a. Why Precision and Recall are not considered a good evaluation metric for IR systems? [5]

An IR system can alter the values of precision and recall. We can get 100% precision while returning only one related document to a given query. Similarly, we can always get 100% recall by just returning all documents for a given query. Hence, precision and recall alone cannot be a good measure for IR system.

b. A user presented a collection of document against a given fixed query q in the following order to system relevance {D4, D3, D6, D5, D2, D1}. The gold standard of relevance on scale of 0-3, where 0 means not relevant, 3 means highly relevant, 1 and 2 means marginally relevant in between, described as { D1, D3, D4, D6, D2, D5 }  { 3,3,2,1,1,0}. You are required to compute Cumulative Gain (CG) and Discount Cumulative Gain (DCG). Use logarithmic scale (Relevance i / log2 (i+1)) [5+5]

௡௜ୀଵ so 2+3+1+0+1+3 = 10 hence

The cumulative gain of the given query is computed as ∑ ������ ��

the CG6 = 10

For discount cumulative gain

i Rel i Log2(i+1) Rel i / log2 (i+1) 1 2 1 2

2 3 1.58 1.89 3 1 2 0.5

4 0 2.32 0

5 1 2.58 0.38

| 6 | 3 | 2.80 | 1.07 |
| --- | --- | --- | --- |

Now discount cumulative gain is computed as ∑ோ௘௟ ௜

௡௜ୀଵ = 2+1.89+0.5+0+0.38+1.07 = 5.84

௅௢௚ଶ (௜ାଵ)

hence DCG6 = 5.84
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Relevance Feedback

| Question No. 4 [Time: 30 Min] [Marks: 15] |
| --- |

Suppose that a user’s initial query is q= w1 w3 w2 and IR systems return four documents. User selected d1= w2 w3 w4, d2= w3 w3 w4 w5 and d4= w1 w3 w4 w1 as relevant. While d3= w2 w4 w5 w3 as non-relevant to her query. Assume that we are using direct term frequency (with no scaling and no document frequency). There is no need to length-normalize vectors. Using Rocchio relevance feedback algorithm to get modify query vector (optimal) after relevance feedback? Rocchio equation is given below.

![](data:image/png;base64,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)

q= < 1, 1, 1, 0, 0>

d1= < 0, 1, 1, 1, 0>

d2= < 0, 0, 2, 1, 1>

d3= < 0, 1, 1, 1, 1>

d4= < 2, 0, 1, 1, 0>

Using the given equation, we will get,

qm= α \* < 1, 1, 1, 0, 0> + β\* 1/3 \*{ < 0, 1, 1, 1, 0> + < 0, 0, 2, 1, 1> + <2,0,1,1,0>} – γ \*{< 0, 1, 1, 1, 1> }

qm= α \* < 1, 1, 1, 0, 0> + β\* 1/3 \*{ < 2, 1, 4, 3, 1> } – γ \*{< 0, 1, 1, 1, 1> } qm= α \* < 1, 1, 1, 0, 0> + β\* 1/3\* <2,1,4,3,1> – γ \* {< 0, 1, 1, 1, 1> } qm= < α + 2β/3 , α + β/3- γ , α + 4β/3- γ, β- γ, β/3- γ >

We need to put zero on all the dimensions where we have identifiable negative values:

qm= < α + 2β/3, α + β/3- γ, α + 4β/3- γ, β- γ, β/3- γ >

There is no need to choose values for α, β and γ.
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Text Clustering

| Question No. 5 [Time: 15 Min] [Marks: 10] |
| --- |

a. Give at least 4 ways in which, you can possibly terminate K-Means algorithm. [5]

We can apply one of the following termination conditions for K-Means:

1. A fixed number of iterations.

2. Assignment of documents to clusters (the partitioning function γ) does not change between iterations.

3. Centroids ~μk do not change between iterations.

4. Terminate when RSS falls below a threshold.

b. Consider the following set of data points D ={d1(1,2), d2(2,2), d3(4,2), d4(1,1), d5(2,1), d6(4,1)} taking d2 and d5 what will be the final clusters using K-Means. Is this solution optimal? [5]

Starting d2 and d5 as initial seeds, we need to decide about the membership for each of the documents.

For d1: Cos(d2,d1) > Cos(d5,d1) => d1 belongs to d2.

For d3: Cos(d2,d3) < Cos(d5,d3) => d3 belongs to d5.

For d4: Cos(d2,d4) > Cos(d5,d4) => d1 belongs to d2.

For d6: Cos(d2,d6) < Cos(d5,d6) => d6 belongs to d5.

Hence d1,d2 and d4 are in one cluster, and d5,d3 and d6 are in other. K- mean is a greedy algorithm it is never guarantee that an optimal solution is produced.
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Text Classification

| Question No. 6 [Time: 15 Min] [Marks: 10] |
| --- |

Consider the following examples for the task of text classification

Dataset DocID Features- Words in documents Class Fruit=Yes/No

Training set 1 Orange, Orange, Lemon No 2 Orange, Red, Blue No

3 Apricot, Apple, Mango Yes

4 Apple, Banana , Orange Yes

5 Apple, Orange, Melon Yes

Test set 6 Orange, Mango, Melon ?

| 7 | Orange, Red, Lemon | ? |
| --- | --- | --- |

a. Using the training data first calculate the class prior probabilities? [4]

P(Fruit=Yes) = 3/5 = 0.6

P(Fruit=No) = 2/5 = 0.4

b. Using Multinomial Naïve Bayes to estimate the probabilities of each term (feature), that you will be using for doing part c? [4]

P(Orange/Fruit) 1/6 P(Orange/~Fruit) 4/15

P(Mango/Fruit) 1/9 P(Mango/~Fruit) 1/15

P(Melon/Fruit) 1/9 P(Melon/~Fruit) 1/15

P(Red/Fruit) 1/18 P(Red/~Fruit) 2/15

| P(Lemon/Fruit) |  | 1/18 P(Lemon/~Fruit) | 2/15 |
| --- | --- | --- | --- |

c. Apply the Multinomial Naïve Bayes to classify the given test instance? [2]

P(d6/Fruit) 0.6 \* (1/6) \* (1/9) \* (1/9) = 0.001

| P(d6/~Fruit) | 0.4 \*(4/15)\*(1/15)\*(1/15) = 0.0004 |
| --- | --- |

Document d6 belongs to class Fruit=Yes.

P(d7/Fruit) 0.6 \* (1/6) \* (1/18) \* (1/18) = 0.0003

| P(d7/~Fruit) | 0.4 \*(4/15)\*(2/15)\*(2/15) = 0.001 |
| --- | --- |

Document d7 belongs to class Fruit=No.
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Web Search & Crawling

| Question No. 7 [Time: 25 Min] [Marks: 15] |
| --- |

a. What are the different types of users queries on the web? Give example of each type of the query. [5]

Informational queries seek general information on a broad topic, such as leukemia or Provence. There is typically not a single web page that contains all the information sought; indeed, users with informational queries typically try to assimilate information from multiple web pages.

Navigational queries seek the website or home page of a single entity that the user has in mind, say Lufthansa airlines. In such cases, the user’s expectation is that the very first search result should be the home page of Lufthansa.

A transactional query is one that is a prelude to the user performing a transaction on the Web – such as purchasing a product, downloading a file or making a reservation. In such cases, the search engine should return results listing services that provide form interfaces for such transactions

b. Differentiate between Precision critical tasks vs Recall critical tasks. Give an example of each. [5]

Precision Critical Tasks Recall Critical Tasks

Time matters a lot in these tasks Time matter less

Tolerance to missed documents Non-tolerance to missed documents Redundant resources Less redundant very few resources

| Example: web search | Example: legal/patent search |
| --- | --- |

c. What do we mean by Robustness of an Industry Scale Web Crawler? Give an example. [5]

The Robustness of a crawler is to deal with all the different types of traps that web servers generally deployed against crawling of their contents. The Web contains servers that create spider traps, which are generators of web pages that mislead crawlers into getting stuck fetching an infinite number of pages in a particular domain. Crawlers must be designed to be resilient to such traps. Not all such traps are malicious; some are the inadvertent side-effect of faulty website development.
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Link Analysis

| Question No. 8 [Time: 30 Min] [Marks: 15] |
| --- |

a. Outline at least 4 differences between HITS and PageRank algorithms for Link Analysis. [5]

b. HITS PageRank

It gives two scores Hub and Authority for

It gives one score per page.

each page.

It is executed at query time. It is precomputed at indexing time. It is query dependent. It is independent from query. It is not robust against web/link spams It is robust against web-spams

| Never favours pages, but can be  manipulated for higher scores. | It favours old pages. It can also be manipulated. |
| --- | --- |

c. Consider a web graph with five nodes 1, 2, 3, 4 and 5. The links are as follows: 1 → 2,1 → 4, 1 →5, 3 → 2, 3 → 5,4 → 5, 4 → 2. Using a and h as column metrics. Produce two iterations of HITS algorithm and updates on a and h. Identify one page as the best hub and authority. Use L2 normalization for both vectors of a and h. A is the adjacency matrix for the given web graph. [10] ![](data:image/png;base64,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)

Let A be the connectivity matrix for the given graph. We know that h1 = A . a0 and a1= AT. h0

| A = | 0 10 00 10 10 0 | AT = | 0  0 1 1  1  0 0 0  0  0 0 1  1  0 0 1  0 0 0  1 | h=  ~~0 0 0 0~~  1  ~~0 1 1 0~~  1    ~~0 0 0 0~~  1    ~~0 0 0 0~~  1    ~~0 1 1 0~~  1 | a=  1 1 1 1 1 |
| --- | --- | --- | --- | --- | --- |

a1 <0,3,0,1,3> normalizing we get <0, 0.15,0, 0.05, 0.15> h1 <3,0,2,2,0> normalizing we get <0.27, 0, 0.18,0.18, 0> a2 <0, 0.63,0,0.27,0.63>

| h2 | <0.4,0,0.33,0.33,0> |
| --- | --- |

Best Hub is n1; Best Authority is n5

< The end>
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